
Evaluation

is a task-specific vector of

regression coefficients,

is the loss function (quadratic or

logistic regression),

is a matrix of the regression

coefficients, across all tasks for the

SNPs of an LD-group ,

is the penalization parameter,

scales the penalization factor

according the group size.

where
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Case-Control simulated data using GWAsimulator[5]

4,000 samples (European CEU and African YRI) x 1,000,000 SNPs

- Disease loci: chromosomes: 2, 12, 19, 21 and 22
2 (1,000-50,000 SNPs), 12 (10-40,000 SNPs), 19 (1000-50,000 SNPs), 21 (10-10,000 SNPs) and 22 (10-2000 SNPs)

- LD-groups: 35,792 groups

Real data: DRIVE Breast Cancer OncoArray[6]

28,282 samples x 313,237 SNPs

- Populations: USA – Uganda – Nigeria – Cameroon – Australia – Denmark

- LD-groups: 17,782 groups

The model: Multi-task group Lasso

Our goal is to select LD-groups associated with the phenotype across all

tasks/populations, or specifically for some tasks/populations

Single marker
analysis

Testing each SNP

individually

Population
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Computational
l imitations

For complex

methods:

- Memory errors

- Very slow

Lack of
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Susceptibi l ity to

small perturbations

in the data set

Tasks correspond to subpopulations and groups correspond to LD-groups

Genome Wide Association Studies (GWAS)

Find associations between the genotype represented by single-nucleotide

polymorphisms (SNPs) and the phenotype (e.g. the disease)
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framework
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Methods

Number of selected

features/groups

Stabil ity

index

Selection

level

Multitask group Lasso (100 boostraps) 62 0.4312 LD-groups

Group Lasso after PCs adjustment 59 0.3234 LD-groups

Single task group Lasso 58 0.2498 LD-groups

Lasso after PCs adjustment 874 0.2068 Single-SNP

Single task Lasso 789 0.1581 Single-SNP

Number of selected

features/groups

Stabil ity

index

Selection

level

Multitask group Lasso (100 boostraps) 5,623 0.4912 LD-groups

Group Lasso after PCs adjustment 6,054 0.4134 LD-groups

Single task group Lasso 4,836 0.3398 LD-groups

Lasso after PCs adjustment 158,856 0.2368 Single-SNP

Single task Lasso 168,158 0.1742 Single-SNP

- Validation using simulated data with predifined disease loci

Abil ity to detect false positives

- Comparison with the state-of-the-art methods:
1- Lasso after PCA adjustment* for population stratification

2- Group Lasso after PCA adjustment* for population stratification

3- Separate Lasso for each subpopulation

4- Separate group Lasso for each subpopulation

- Estimation of the stability of the selection : Pearson index[4]

- Computational time
*Include Top Principles Componenents (PCs) as covariates in regression models
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